
AI,  Art i f ic ial  Intel l igence,  and i ts  related technology LLMs,  Large Learning Models,
are expanding into everything.  

Cybercr iminals also recognize the benefits  of  AI  and use i t  to create new attacks,
improve phishing messages,  discover new vulnerabi l i t ies,  f ind companies using
software with known vulnerabi l i t ies and exploit  them quickly before patches can
be appl ied.  

Cybercr iminals have also found ways to circumvent or disable the guardrai ls  in AI
systems.  In some cases,  they made a copy of an AI  system and removed the
guardrai ls  ent irely .  

On the plus s ide,  cybersecurity teams are using AI  to discover vulnerabi l i t ies,
analyze alerts ,  and more to make things safer .  

However,  AI  systems st i l l  suffer from the two problems we have written about
before,  hal lucinat ing and being hypnotized.  

Hallucinat ions refers to the AI  systems giving incorrect answers.  This can be due
to i t  being trained on bad information.  I t  can be as s imple as the training
information being incorrect .  Or i t  may be that the training information is  biased
due to intent ional  or  unintent ional  biases on the part  of  the people assembling the
training mater ials .  

A third issue is  the AI  system simply makes up the answer without any factual
basis for  i t .  I t  just  makes i t  up.  Hence the term hallucinates.
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Now, how does a hal lucinat ing AI  system affect cybersecurity?  

Searching for threats and vulnerabi l i t ies can be performed more quickly by an AI
system than by a person or even mult iple people.  

The AI  system is faster at  analyzing data than humans.  The data can be used to
train the system. Using real  data tends to be bias free.  Al l  th is  is  good.  

But what about hal lucinat ions? I f  the AI  system misses something or “decides”
something isn’t  a threat ,  i t  can lead to a breach.  

That ’s  one aspect of  hal lucinat ing.  The other is  the AI  system creates an alert  for
an imagined threat .  Or decides something isn’t  a threat .  E i ther one wil l  lower the
cybersecurity team’s trust  in the AI  system. Every t ime this occurs,  trust  in the AI
system is diminished.  What happens i f  the AI  system isn’t  trusted? People won’t
use i t  or  wi l l  not rely upon i t .  

I f  the AI  system misdirects the team by creat ing alerts for  hal lucinated threats,
the team wil l  waste t ime and effort .  Both are in very short  supply by
cybersecurity teams.  Misdirect ion may cause them to miss a real  threat result ing
in a breach.  Then trust  in the AI  system wil l  be reduced to zero,  or  close to i t .  

Sadly,  the cause of hal lucinat ions in AI  systems is  st i l l  not known.  Unti l  i t  can be
determined and f ixed,  the use of AI  for  cybersecurity wil l  not reach i ts  ful l
potent ial .  

To learn al l  the ways we can help make your company and family safer ,  v is i t
onebrightlycyber .com, contact OneBrightlyCyber at  info@onebrightlycyber .com,
or cal l  (888)  773-1920.
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