
I t  is  no surpr ise that Art i f ic ial  Intel l igence,  AI ,  has been growing by leaps and
bounds into almost every area of  l i fe .  

That includes writ ing texts,  reports ,  letters,  commentar ies,  opinions,  social  media
posts,  theses,  etc . ,  etc .  With so much being written by AI ,  many people want to
know if  something they are reading was written by a real  person or an AI  system. 

Where there is  a need someone wil l  jump in to try and f i l l  i t .  In this  case many
have jumped in offer ing apps or services claiming to be able to ident i fy AI  written
mater ial .  

Are they accurate? Good quest ion.  F irst ,  remember that AI  system developers are
working hard to make their  offer ings as human-l ike as possible so that you can’t
tel l .  

The AI  detect ion systems look for patterns,  phrases,  use of certain words and
other ident i f iers that indicate something was generated by an AI  system. I t  works
in theory but l ike with many things,  the hype doesn’t  always match real i ty .  

Researchers from the University of  Pennsylvania looking at  these systems found
that the claims for the AI  ident i fy ing systems are often exaggerated.  The claimed
accuracy f igures are much higher than the test  results .  

But detect ing AI  generated mater ial  is  not easy.  Circumventing some of the
current AI  detect ion systems is  relat ively s imple,  just  insert  something unexpected
into the text .  A graphic or symbol wil l  often do i t .  However,  this  technique is  not a
good f i t  for  al l  types of  writ ing.  I t  might work for technical  writ ing,  or  a social
media post ,  but isn’t  a good f i t  for  school essays for Engl ish or history for
example,  where graphics or symbols would be out of  place.  The same is  true for
papers for  publ icat ion in those subjects .
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Another way to fool  the detect ion systems is  the use of alternat ive words from
another language.  I t  can be as s imple as subst i tut ing Br i t ish Engl ish for American
Engl ish,  for  instance colour for  color .  

The researchers looking at  these apps found that the samples the AI  detect ion
system was trained on had an impact on accuracy.  

Some of the AI  ident i f icat ion systems even mistakenly ident i f ied human-written
mater ial  for  AI  generated mater ial .    

To improve the accuracy of the AI  detect ion systems and vendor claims of
accuracy,  the researchers want to add a degree of object iv i ty to the tests .  A
uniform way of test ing any app professing to ident i fy AI  generated mater ial  is
being proposed.  Their  intended approach is  to create a huge database of 10
mil l ion samples in different categories as a standardized test  for  any AI
generated text detector .  

To be sure,  the vendors are working to improve their  systems and not be fooled
by the s imple tr icks given above.  

Whether this test ing model wil l  come to fruit ion and how accurate i t  wi l l  be only
t ime wil l  tel l .  But at  least  the problem of AI  generated mater ial  being mistaken
for human generated is  being considered.  

Unt i l  then,  be skeptical  of  what you read.

To learn al l  the ways we can help make your company and family safer ,  v is i t
onebrightlycyber .com, contact OneBrightlyCyber at  info@onebrightlycyber .com,
or cal l  (888)  773-1920.
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