
AI fever is  st i l l  raging as more companies enter the AI  market place and more
companies look for ways to use i t .  

Google’s AI  offer ing is  cal led Gemini ,  formerly cal led Bard,  and is  supposed to
have protect ions in place to prevent misuse or del iver ing harmful  content .  

The researchers found Gemini  Advanced,  the API version,  appears to provide
access that c ircumvents the protect ions.  The result :  mis information,  detai ls  on how
to steal  a car ,  and more.  

Using the APIs the model i tself  can be manipulated to provide system prompts.  
This is  especial ly troubl ing as i t  al lows access to where the basic instruct ions and
guidel ines are def ined in the system. Working at  this level  al lows any l imits to be
removed or redef ined to suit  anyone.  

Reaching the system prompts was not diff icult .  The researchers could tr ick Gemini
into reveal ing the secret passphrase that protects the system prompt.  Two tr ies
and…success!

This level  of  access let  the researchers get Gemini  to create a programming shell
on the server i tself .  Using that al lowed them to f ind and extract any information on
the system, including conf ident ial  data input by other users of  Gemini .  

I f  a  Gemini  user in any company entered conf ident ial  information for i t  to prepare
an answer,  report ,  presentat ion,  or  anything,  attackers wil l  have i t .  

The researchers asked Gemini  to write a f ict ional  story about the upcoming
elect ion and Gemini  invoked i ts  protect ions and refused.  However,  al l  they needed
to do was instruct Gemini  to enter a f ict ional  state and write the story and i t  did.

PROTECT.RESPOND.RECOVER. A global leader in cyber
service,  technology,
insurance and innovat ion.

onebrightlycyber.com

(888) 773-1920

Cyber made simple. 

INSIGHTS

AI CONTINUES TO HAVE PROBLEMS

BY JAY BORDEN

Copyright 2020-2023 OneBrightlyCyber,Inc.



This could be distr ibuted as misinformation about the elect ion.  Or any other topic
attackers want to manipulate.  

Gemini ,  s imilar  to other AI  systems could be easi ly manipulated into providing
nonsense answers,  false answers,  or  even the secret keys.  

So much for pr ivacy and conf ident ial i ty and accuracy.  

On another note,  infostealers,  malware that infects a device and steals
information then sends i t  to cybercr iminals,  are on the r ise.  This trend is  v iewed
as a cause of ChatGPT credential  leaks increasing 36% between the f i rst  4 months
and the last  4 months of  2023.  

At least 225,000 sets of  ChatGPT credentials are for sale on the Darkweb.  Any
cybercr iminal  can purchase the credentials and using them can log into ChatGPT
as a legit imate user and access anything that user can.  No manipulat ion of  the
system needed.   

That would include any conf ident ial  information that a user or  a colleague may
have entered into the system for ChatGPT to employ.   

ChatGPT is  used by developers to opt imize appl icat ion code and attackers with
stolen credentials would get that code.  I t  could then be used to demand payment
from the company to prevent publ ic release or the code can be altered to provide
backdoors into the system. 

More AI  news.  Elon Musk in it ial ly invested in OpenAI ,  the makers of  ChatGPT, but
after a disagreement divested his holdings.  Now he is  developing his own AI
system and said i t  wi l l  be open source and offered for free.  The effect and r isks
of that on the AI  market are yet to be seen.  

Amazon has a chatbot to help people f ind relevant reviews of products on the
site .  However,  i t  is  not l imited to that .  Researchers discovered i t  to be l i t t le
different from other AI  offer ings in that i t  was found to recommend racist  books,
write resumes based upon f ict i t ious work experience i t  created,  and provide
completely false information about the work condit ions at  Amazon.  
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The app is  cal led “Ask about his product”  and can be found on the Amazon mobile
app.  

Without a doubt AI  and Large Learning models provide benefits .  But they do
come with r isks .  Companies need to determine how these systems can be used
safely .  Pol ices on use should be issued and enforced.  

Stay tuned as this is  cont inuing to unfold.  

To learn al l  the ways we can help make your company and family safer ,  v is i t
onebrightlycyber .com, contact OneBrightlyCyber at  info@onebrightlycyber .com,
or cal l  (888)  773-1920.   
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